
University of Luxembourg
Multilingual. Personalised. Connected.



Bridging NLP and LLOD: Humanities 
Approaches to Semantic Change. Part 1

Florentina Armaselu, florentina.armaselu@uni.lu

KBR Digital Heritage Series, 8 December 2022

mailto:florentina.armaselu@uni.lu


KBR Digital Heritage Series, 8 December 2022

Summary

Å Part 1

Å About the project

Å Overview

Å Research questions and workflow

Å Semantic change

Å Theoretical frameworks

Å NLP approaches

Å LLOD formalisms

Å Part 2

Å Bridging NLP and LLOD

Å Core dataset

Å Ongoing experiments

Å Combining dictionary information and corpus evidence

Å Towards a resource aggregator?

Å Conclusion and future work

Å References



KBR Digital Heritage Series, 8 December 2022

Part 1

Research background
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1. About the project. NexusLinguarum. Humanities 

use case. Overview

Á Nexus Linguarum -
European network for Web-
centred linguistic data 
science (https://nexuslinguarum.eu/)

Á COST Action, CA18209
(2019-2024)

Á Use case in the Humanities 
(UC4.2.1, working group 04) 
objectives
Á trace the evolution of (parallel) 

concepts in a collection of 
multilingual, diachronic corpora;

Á combine natural language 
processing (NLP) and linguistic 
linked open data (LLOD) to 
detect and model semantic 
change;

Á publish a sample of diachronic 
ontologies in the LLOD cloud.

https://nexuslinguarum.eu/
https://www.cost.eu/actions/CA18209/
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1. About the project. NexusLinguarum. Humanities 

use case. Research questions and workflow

Á Semantic change 

Á change in meaning, either of a lexical unit (word or expression) or

Á of a concept (a complex knowledge structure that can encompass one or more lexical units as well as relations
among them and with other concepts).

Á Research questions

Á What are the mechanisms that determine linguistic innovation?

Á How are these mechanisms related to the reality?

Á Are these mechanisms language- and culture-specific or do they encompass universal aspects, applying to all 
languages? 

Á Is it possible to detect, represent and reason about semantic change through NLP methods and linked data 
formalisms such as LLOD? What types of resources are needed to attain this goal?

Á Workflow
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2. Semantic change. Theoretical frameworks

Å History of concepts (Begriffs-

geschichte) (Koselleck 1994)

Å Relationship conceptsïreality

over a period of time:

1) concepts and related reality ï

stable;

2) concepts and reality change at 

the same time;

3) concept change without a 

change in the reality;

4) reality changes, concepts 

remain the same. 

Å Concepts -> multi-layered 

temporal structure -> ties with:

Å past events and experiences; 

Å present reality;

Å expectations for the future.

Å Sources -> temporal structure:

Å instant use (newspapers, 

letters, speeches);

Å gradual development

(lexicons, dictionaries, 

encyclopaedias, handbooks);

Å unchanging forms (classical 

texts, timeless values).

Å Lexical semantics (Geeraerts 

2010):

Å Mechanisms of semantic 

change:

1. semasiological (meaning-

related) -> semasiological 

innovations endowing existing 

words with new meanings;

2. onomasiological (naming-

related) -> onomasiological

innovations coupling 

ñconcepts to words in a way 

that is not yet part of the 

lexical inventory of the 

languageò (p. 26).

Å Cultural history:

Å Language (Richter 1994: 125, 126):

Å understood as an ñagent and an indicator of structural changesò,

Å that ñboth shaped and registered the process of changeò.

ü How to capture through digital means the dynamic interaction between 

conceptual and socio-cultural changes?

Å Use of digital sources: corpora as a reflection of reality and dictionaries as normative 

resources. 



KBR Digital Heritage Series, 8 December 2022

2. Semantic change. NLP approaches. Word 

embedding

Å Distributional hypothesis 

Å words such as ñoculist and eye-doctor [é] occur in almost the same environments.ò(Harris 1954: 156)

Å distributional semantics -> quantifying ñsemanticsimilarities between linguistic items according to

their distributional properties in large text corporaò. (Goldberg, 2017: 118)

Å word embedding -> ñlearningrepresentations of the meaning of words, called embeddings, directly

from their distributions in textsò. (Jurafsky and Martin, 2021: ch.6: 1)

Å Word embedding techniques used in ñNLP tasks involving semantic variabilityò (Hofmann 

et al. 2021)



KBR Digital Heritage Series, 8 December 2022

2. Semantic change. NLP approaches. Topic 

modelling

Å Latent Dirichlet allocation (LDA) (Blei et al. 2003)

Å probabilistic technique -> representing each document in a corpus as a distribution

over topics and each topic as a distribution over words.

Å LDA as an element of comparison or as a basis for further extensions

considering the temporal dimension in word meaning evolution (Armaselu et al.

2022a: 1065-1066)


